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ABSTRACT
Performance bugs are non-functional defects that can significantly
reduce the performance of an application (e.g., software hanging
or freezing) and lead to poor user experience. Prior studies found
that each type of performance bugs follows a unique code-based
performance anti-pattern and proposed different approaches to de-
tect such anti-patterns by analyzing the source code of a program.
However, each approach can only recognize one performance anti-
pattern. Different approaches need to be applied separately to iden-
tify different performance anti-patterns. To predict a large variety
of performance bug types using a unified approach, we propose an
approach that predicts performance bugs by leveraging various his-
torical data (e.g., source code and code change history). We collect
performance bugs from 80 popular Java projects. Next, we propose
performance code metrics to capture the code characteristics of
performance bugs. We build performance bug predictors using ma-
chine learning models, such as Random Forest, eXtreme Gradient
Boosting, and Linear Regressions. We observe that: (1) Random
Forest and eXtreme Gradient Boosting are the best algorithms for
predicting performance bugs at a file level with a median of 0.84
AUC, 0.21 PR-AUC, and 0.38 MCC; (2) The proposed performance
code metrics have the most significant impact on the performance
of our models compared to code and process metrics. In particu-
lar, the median AUC, PR-AUC, and MCC of the studied machine
learning models drop by 7.7%, 25.4%, and 20.2% without using the
proposed performance code metrics; and (3) Our approach can
predict additional performance bugs that are not covered by the
anti-patterns proposed in the prior studies.
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1 INTRODUCTION
Large-scale software systems are becoming increasinglymore promi-
nent in our society. High performance is critical for the user percep-
tion and the quality of software systems. However, user perception
and software system’s quality can be affected negatively by perfor-
mance bugs such as software hanging or freezing [70]. For instance,
performance bugs (e.g., memory leak bugs) can deteriorate the re-
sponsiveness and throughput of software systems, which results in
poor user satisfaction and waste of computation [66, 69]. Such bugs
exist widely in released software systems, even in well tested com-
mercial products such as Windows 7’s Windows Explorer [47, 65].

Prior studies [21, 61, 69, 90, 91] study the characteristics of per-
formance bugs and find that fixing performance bugs is more time-
consuming compared to non-performance bugs. Similarly, prior
study [98] finds that most performance issues are caused by poor
architectural decisions and fixes usually require design-level op-
timizations instead of simple code changes. Thus, it is important
to predict performance bugs to provide developers warnings at an
early stage of software development phase and help developers fix
performance bugs (e.g., conduct design-level optimization [98]).

Various prior approaches [25, 38, 68, 71, 93] have been proposed
to recognize performance bugs at the development phase. For ex-
ample, anti-patterns are design and implementation styles which
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lead to poor source code quality [80] and existing studies iden-
tify anti-patterns that lead to performance bugs, such as data cor-
ruption hang bugs [25], redundant traversal bugs [71], memory
and resource leak bugs [38], and synchronization bugs [93]. The
anti-patterns (e.g., the exit condition of a loop depends on I/O
operations) are used as restricted rules to check if source code
contains performance bugs. In addition, prior defect prediction
studies [12, 13, 15, 31, 49, 60, 64, 94, 96, 97] use code and process
metrics that are derived from source code and code change history
to predict defects (not specific to performance bugs). However, the
prior approaches have the following limitations.

• Limitation of prior defect prediction approaches. The
code and processmetrics used in defect prediction approaches
are designed to detect any type of bugs. Therefore, the prior
defect prediction approaches [12, 13, 15, 31, 49, 60, 64, 94,
96, 97] do not consider the code characteristics specific to
performance bugs, which may impact prediction accuracy.

• Limitations of prior anti-pattern based approaches.
Each approach can only identify one performance anti-
pattern. It is time-consuming to configure and apply differ-
ent approaches separately to identify different performance
anti-patterns. Moreover, prior approaches [25, 38, 68, 71, 93]
cannot predict the performance bugs that do not follow the
identified anti-patterns.

To address the mentioned limitations, we propose a set of perfor-
mance code metrics that capture the code characteristics that can
lead to poor performance. Our work combines performance code
metrics with the source code and process metrics used in defect
prediction studies to build models for predicting performance bugs
at file level. Different from the prior studies [25, 38, 68, 71, 93], the
proposed performance code metrics measure code features (e.g.,
the number of I/O operations and the number of loops) instead
of finding restricted rules that match anti-patterns. We conduct
experiments on 80 open-source Java projects obtained from GitHub.
Our work aims to address the following research questions (RQs):

RQ1. What is the performance of our approach in predict-
ing performance bugs at file level?

We utilize seven well-known machine learning algorithms used
in prior defect prediction studies [3, 82] such as Random Forest,
Naive Bayes, and Logistic Regression. Our findings suggest that Ran-
dom Forest and eXtreme Gradient Boosting algorithms achieve the
best performance with a median value of 0.84 AUC, 0.21 Precision-
Recall AUC (PR-AUC), and 0.38 Matthews Correlation Coefficient
(MCC) for predicting performance bugs at file level.

RQ2. Which group of metrics affect the performance of
our models the most?

In this RQ, we study the performance effects of the group met-
rics on seven machine learning models. To build machine learning
models, we use three groups of metrics (i.e., code metrics, process
metrics, and performance code metrics). We observe that the pro-
posed performance code metrics are the most important metrics
in the studied machine learning models. Specifically, the AUC, PR-
AUC, and MCC of the seven studied machine learning models drop
a median of 7.7%, 25.4%, and 20.2% without using the proposed
performance code metrics.

RQ3. What are the different types of performance bugs
that our approach can predict and fail to predict?

In this RQ, we study the types of performance bugs that our ap-
proach can predict and fail to predict. We find that our approach can
predict various types of performance bugs, including performance
regression bugs, memory leak bugs, infinite loop bugs, deadlock bugs,
and hang bugs. In addition, our approach can predict additional
performance bugs that are not covered by the anti-patterns pro-
posed in the prior studies [25, 38, 68, 71, 93]. On the other hand, we
find that our approach fails to predict performance bugs related to
running time input or system-specific practices.

Paper organization: The rest of the paper is organized as fol-
lows. Section 2 describes the experimental setup, while Section 3
presents our results. We discuss the usages and limitations of our
approach in Section 4. The threats to validate are discussed in
Section 5 and related work in Section 6. Finally, we conclude and
discuss future work in Section 7.

2 EXPERIMENT SETUP
In this section, we introduce the overview of our experimental setup.
As shown in Figure 1, we first collect data from GitHub and identify
performance bugs. Then, we calculate various types of metrics to
capture the characteristics of source code and build performance
bug prediction models.

2.1 Selecting projects
As shown in Figure 1, we first query the project information hosted
on GHTorrent [42–44, 89] to select our projects. Then, we clone
the selected projects from GitHub. We define the following criteria
to select our projects.

Selection Criteria. As Java is one of the most popular program-
ming languages according to programming language popularity
websites (e.g., Tiobe [83], GitHut [40], and PYPL [74]), we restrict
our analysis only to Java projects. Nevertheless, we believe that
our approach can be adapted to other programming languages, as-
suming that the metrics are properly calculated. To avoid working
on personal or toy projects [55], we select 1,697 Java projects that
each has at least 2,000 commits [76]. Next, we apply the following
criteria to further exclude projects from the initial selection:

• In the work by Gousios et al. [41], more than half of the
GitHub projects are forked from others. Therefore, we ex-
clude projects that have been archived [39] or forked.

• We exclude projects that do not have bug reports or areman-
aged by bug tracking systems (e.g., Jira and Bugzilla) [55].

• We filter out projects with a lifespan less than a year, other-
wise we can not have enough performance bug reports and
metrics to build accurate prediction models [94, 95, 99].

• We exclude projects that have limited performance bug
fixing commits. Following the prior studies [95], we count
the number of performance bug fixing commits from a year
period in each project and choose the 75% percentile of the
number of performance bug fixing commits (i.e., 74) as the
threshold to filter out projects.

• We remove projects without performance bug fixing com-
mits in their last six month periods.

2
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Figure 1: The overview of our approach.

After applying the aforementioned criteria, we reduce our projects
to 80. Our projects are from different fields, such as Elasticsearch
search engine [36] OpenLiberty cloud micro-service [51], and so on.
On average, the collected projects have 304,619 source code files
and 34,268,345 lines of code.

2.2 Identifying performance bug fixing commits
As suggested in prior literature [26, 31], we use the performance
bug fixing commits to identify the source code files that contain
performance bugs. We use two methods to identify the commits
that fix performance bugs.

• Searching for commits containing any of the performance-
related keywords (i.e., deadlock, contention, infinite loop,
memory leak, performance, high memory, stuck, hang, slow,
speed up, and 100% CPU ) in the commit message.

• Identifying commits fixing bug reports that contain the
performance-related keywords.

For each project, we include the performance bug fixing commits
in the latest history year of the project. We filter out performance
bug fixing commits by keeping only the commits that have source
code changes, i.e., changes to *.java files. After filtering, there is a
median of 175 performance bug fixing commits in each project.

2.3 Identifying the files with performance bugs
For each project, we exclude the test files since we are interested in
studying the implications of performance bugs. A file is considered
as a test file if the filename contains the test keyword.

Figure 2 shows the approach that we use to label the files that
have performance bugs. Following the prior studies [95, 96], we
collect the source code files of each project six months before the
latest commit time in the project. To identify the files that have
performance bugs, we make use of the commits collected in the
previous step. Then, we mark the source code files that are mod-
ified in the performance bug fixing commits as performance bug
files. However, there are performance bug files introduced after the
time we collect the source code files. Therefore, we use SZZ [77]
algorithm to search for the bug introducing commits. We exclude
the buggy files that are introduced after the time that we collect
the source code files.

In our projects, we find that a median ratio of 0.84% files have
performance bugs, which means there is one performance bug in
every 119 files. Performance bugs are not frequent, however, they

caused many severe failures in production and resulted in software
worth hundreds of millions being abandoned [67, 75].

File collection time, i.e, six 

months before


the latest commit

The latest

 commit time

Six months before

file collection time

Time

Figure 2: The approach that is used to label the files that have
performance bugs

2.4 Capturing the code characteristics of
performance bugs

In this section, we propose a number of metrics to capture the code
characteristics of performance bugs. The proposed performance
code metrics are shown in Table 1. Below, we explain the rationale
of each performance code metric.

Table 1: The proposed performance codemetrics. Themetrics
are aggregated to a file level using average scheme.

Performance code metric Description
Num_if_in_loop Number of if-conditions that are in-

side loops
Num_loop_in_if Number of loops that are inside if-

conditions
Num_file_operations Number of file operations
Num_file_operations_in_loop Number of file operations inside

loops
Num_database_operations Number of databases operations
Num_database_operations_in
_loop

Number of databases operations in-
side loops

Num_collection Number of operations on collection
data structures

Num_collection_in_loop Number of operations on collection
data structure inside loops

Num_synchronization Number of synchronization opera-
tions

Num_nested_loop Number of nested loops
Num_nested_loop_in_crit Number of nested loops in critical

sections in synchronization
Num_thread Number of thread operations

3
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Performance bugs with non-intrusive fixes. Nistor et al. [68]
analyze performance bugs that have non-intrusive fixes and find that
each performance bug in the family is associated with a loop and
an if-condition. For example, in the situation that an if-condition
inside a running loop is met and there is no break command to
exit from the loop, the loop continues its execution until an end
condition is met. Such cases result to unnecessary execution and
performance deterioration. To represent the code characteristics
of such performance bugs, we propose the Num_if_in_loop and
Num_loop_in_if metrics (as listed in Table 1) to count the number of
if-conditions in loops and the number of loops in if-conditions. The
rationale is that when loops and if-conditions are heavily nested,
developers are likely to miss exit-conditions to stop the loops.

(a) The performance bug with non-intrusive fix

(b) The fix for the performance bug example

Figure 3: An example of performance bugs that have non-
intrusive fix and its resolution in project Tomcat [84]

Figure 3 shows a performance bug that has non-intrusive fix.
When the if-condition at line 6 is met, the remaining computa-
tions of the loop are unnecessary because there is no point to set
the elExp variable to true again. Such cases result in performance
deterioration. Thus, developers fix the performance by adding a
break statement at line 3 as shown in Figure 3(b). The proposed
performance code metric Num_if_in_loop can help us model such
performance bugs.

Data corruption hang bugs. Dai et al. [25] report that the
data corruption hang bugs can cause infinite loops in software and
make software unavailable to its users, which is among the most
common performance issues [24, 28, 29, 53]. Moreover, data cor-
ruption hang bugs happen when a loop’s exit-condition is affected
by an I/O operation, e.g., reading from a file or database. For ex-
ample, if a file read operation inside a loop is executed and the
file is corrupted, then this can lead to an infinite loop. Therefore,
we propose the Num_file_operations, Num_file_operations_in_loop,
Num_database_operations, and Num_database_operations_in_loop
metrics (as listed in Table 1) to count the number of I/O operations
inside a method and loop. The rationale is that the execution of
a loop is likely to be affected by the I/O operations in the loop or
method.

Figure 4 illustrates a data corruption hang bug in file Benchmark-
Throughput.java [9] of project Hadoop Distributed File System.

Figure 4: An example of data corruption hang perfor-
mance bugs in file BenchmarkThroughput.java [9] of project
Hadoop Distributed File System

The data corruption hang bug is reported in issue #13514 [10]. As
shown in Figure 4, when the BUFFER_SIZE variable at line 84 is
0, the InputStream in at line 87 reads a zero-size byte array and
returns 0. The exit-condition of the while loop at line 86 become
infeasible because size < 0 is never satisfied. The in.read(data)
at line 87 is a file operation. Thus, the proposed performance code
metrics Num_file_operations and Num_file_operations_in_loop can
help us model this data corruption hang bug.

Redundant traversal bugs. Olivo et al. [71] have studied the
redundant traversal bugs that appear when methods repeatedly it-
erate over a data structure, without modifying it after a successive
traversal. Since a data structure is not modified between traversals,
the results from one traversal can be reused and the repeatedly
traversals are a waste of computational resources, which results
in performance degradation. Ghanavati et al. [38] find that inef-
ficient usage of data structures (e.g., not removing stale objects
from data collections) is one of the common root causes of memory
leak bugs. Inspired by the above studies [38, 71], we propose the
Num_collection and Num_collection_in_loop metrics (as listed in
Table 1) to count the number of operations on data structures. The
rationale is that the extensive usage of data structures makes it
challenging for developers to correctly manage them, which can
lead to inefficient usages of data structures [88].

Figure 5: An example of redundant traversal perfor-
mance bugs in file CandlestickRenderer.java [52] of project
JFreeChart

Figure 5 depicts a redundant traversal bug in file Candlestick-
Renderer.java [52] in JFreeChart. The redundant traversal bug is
reported by Olivo et al. [71]. As shown in Figure 5, the drawItem()
method iterates over all points in the dataset (i.e., XYDataset dataset
at line 583) in order to draw a single data point. The drawItem()
method traverses all data points to compute a variable called xxWidth
at line 656. The xxWidth variable records theminimum gap between
adjacent x-coordinates of all points in the dataset. If a dataset is
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not modified between successive calls to the drawItem() method,
the re-computation of xxWidth in each call to the drawItem()
method is unnecessary. The getXValue at line 653 is an operation
on highLowData which is a set object as defined by OHLCDataset
highLowData at line 606. Thus, the proposed performance codemet-
rics Num_collection, Num_collection_in_loop, and Num_if_in_loop
can help us model this redundant traversal bug.

Synchronization performance bugs. Thread synchronization
is defined as a mechanism which ensures that two or more con-
current processes or threads do not simultaneously execute a par-
ticular program segment known as critical section. However, syn-
chronization performance bugs can cause synchronization issues
and degrade the performance of a multi-threaded system. To this
end, Zhang et al. [93] investigate synchronization performance
bugs and find that the nested loops in critical sections are likely to
cause synchronization issues. This is because nested loops are time-
consuming and once a thread enters the critical section and starts to
execute the nested loops, then all other threads have to wait for the
nested loops to finish. Therefore, we propose the Num_nested_loop
and Num_nested_loop_in_crit metrics (as listed in Table 1) to count
the number of nested loops found in methods’ critical sections. In
addition, we propose the Num_synchronization and Num_thread
metrics (as listed in Table 1) to represent the number of synchro-
nization operations (e.g., acquiring a mutex) and thread operations
(e.g., creating a thread) in a method. The rationale is that a method
is more likely to have synchronization issues if it has more syn-
chronization and thread operations.

Figure 6: An example of synchronization performance bugs
in file JobImpl.java [11] of project Hadoop MapReduce

Figure 6 shows a synchronization bug in file JobImpl.java [11] of
project Hadoop MapReduce. The synchronization bug is reported
in issue #4813. As shown in Figure 6, the handle()method acquires
the writeLock lock at line 999, executes themethod doTransition()
at line 1002, and releases the writeLock lock at line 1019. How-
ever, if the method doTransition() takes too long to finish, some
threads in the system have to wait for the release of the writeLock
lock and the system might become unresponsive to users. The code
conducts synchronization operations (e.g., acquiring and releasing a
lock). Thus, the proposed performance codemetricNum_synchronization
can be used to model such synchronization bug.

The proposed performance code metrics can be calculated via
static source code analysis and require no system specific knowl-
edge. We focus on loops when we propose the performance code
metrics because most computation time is spent inside loops and
most performance bugs involve loops [46, 70, 86, 92].

Prior studies [19, 27, 30] propose metrics to capture the per-
formance regression or improvement introduced by source code

changes. Compared with the metrics proposed in the prior stud-
ies [19, 27, 30], the proposed performance code metrics in our paper
are oriented to capture the code characteristics of performance bugs.
For example, the prior studies [19, 27, 30] count only the number
of loops in a method, while we count (1) the number of loops in
if-conditions, (2) the number of file operations in loops, and (3)
the number of database operations in loops to capture the code
characteristics of data corruption hang bugs [25].

2.5 The code and process metrics
To represent the source code and code change history, we include
the code and process metrics that are widely used in the prior defect
prediction studies [12, 13, 15, 31, 49, 60, 64, 94, 96, 97]. Table 2
summarizes the code and process metrics.

Table 2: The code and process metrics used in our study. The
last column refers to the scheme to aggregate method-level
metrics to a file level ("none means that no aggregation is
performed for metrics that are calculated at a file level").

Code Metrics
Metric
name

Description Aggregation
scheme

LOC Lines of code in a method average
CL Comment lines in a method average
NSTMT Number of statements in a method average
RCC Ratio comments to codes of a

method
average

MNL Max nesting level of a method average
CC McCable cyclomatic complexity of

a method
average

FANIN Number of input data of a method average
FANOUT Number of output data of a method average

Process Metrics
Num_rev Number of revisions None
Num_perf
_rev

Number of revisions a file was in-
volved in fixing performance bugs

None

Num_non
_perf_rev

Number of revisions a file was in-
volved in fixing non-performance
bugs

None

Num_perf
_bug

Number of performance bugs hap-
pened in a file

None

Num_non
_perf_bug

Number of non-performance bugs
happened in a file

None

Added_loc Lines of code added in a file in the
history commits

average

Deleted_loc Lines of code deleted in a file in the
history commits

average

3 EXPERIMENT RESULTS
In this section, we present motivations, approaches, and results of
the studied research questions.
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3.1 RQ1. What is the performance of our
approach in predicting performance bugs at
file level?

To help developers in identifying performance bugs at the develop-
ment phase, we provide a unified approach that can predict various
types of performance bugs. Specifically, we combine the perfor-
mance code metrics with the code and process metrics used in
defect prediction studies [12, 13, 15, 31, 49, 60, 64, 94, 96, 97] to
build models for predicting performance bugs at file level.

Selecting machine learning algorithms. In our experiment,
we select seven machine learning algorithms, i.e., Random Forest
(RF), eXtreme Gradient Boosting (XGBoost), Logistic Regression
(LR), Support Vector Machines (SVM), Complement Naive Bayes
(CNB), MultiLayer Perceptron neural network (MLP), and Decision
Tree (DT), that are widely used to predict bugs [3, 82].

Creating training and testing datasets. In our study, the per-
formance bug prediction models are within-project models. We
apply the out-of-sample bootstrap technique [3, 32, 81, 82] to create
training and testing datasets for each project. The out-of-sample
bootstrap is recommended for highly-skewed datasets [50, 82],
which is the case in performance bug prediction where the num-
ber of the files that have performance bugs is small comparing
with clean files. The out-of-sample bootstrap is composed from two
steps:

• For a project with 𝑁 files, a bootstrap sample of size 𝑁 files
is randomly drawn with replacement from the original files
of the project.

• Amodel is trained and validated using the bootstrap sample
and tested using the files that do not appear in the boot-
strap sample. On average, 36.8% of the files do not appear
in the bootstrap sample, since the sample is drawn with
replacement [32].

We repeat the out-of-sample bootstrap process for 100 times for
each project.

Conducting class re-balancing on the training datasets.
As suggested by the prior study [82], class re-balancing is able to
improve the performance of defect predictionmodels. Following the
prior study [82], we use the SMOTE class re-balancing to balance
the number of files that have performance bugs in our training
datasets.

Performance metrics. We use three metrics to evaluate the
performance of our models, including Area Under the receiver oper-
ator characteristic Curve (AUC), Matthews Correlation Coefficient
(MCC), and Area under the Precision-Recall curve (PR-AUC).

Training and evaluating performance bug prediction mod-
els. To find the best hyper-parameters for our models and the
SMOTE class re-balancing technique, we use the grid search op-
timization approach. The grid search parameter optimization ap-
proach consists of three steps.

• Set candidate values for parameters. We manually in-
put a set of candidate values for every parameter in each
machine learning algorithm and the SMOTE technique.

• Iterate candidate parameter values. We iterate all possi-
ble combinations of candidate parameter values. For each

possible combination, we train models using 80% of the
training dataset and test them on the rest 20%.

• Select the optimal parameter values. After iterating all
the combinations of parameters, we select the ones that
achieves the highest performance.

In a project, for each training and testing datasets that are gener-
ated from the out-of-sample bootstrap process, we train a model on
the training dataset using the optimal parameter values and test the
AUC, PR-AUC, and MCC of the model for predicting performance
bugs in the testing dataset. Since we have seven machine learning
algorithms, 80 projects, and 100 datasets from each project, we build
and test 56,000 (i.e., 7*80*100) models, in total.

Comparing the performance of themodels. After evaluating
the performance of machine learning models on our projects, we
draw beanplots of the AUCs, PR-AUCs, and MCCs to visualize
the performance of the models. Next, we conduct Friedman tests
followed by Nemenyi’s post-hoc tests to compare the performance
of different models. Both Friedman test and Nemenyi’s post-hoc
test are non-parametric tests that do not require the analyzed data
to meet any assumptions [72]. We use 0.01 as the significant level
when applying Friedman tests and Nemenyi’s post-hoc tests.

Table 3: The p-values of the Friedman tests of comparing the
performance of machine learning algorithms

Performance metrics
MCC PR-AUC AUC
5.7e-78 2.0e-137 1.5e-47

Figure 7: The AUC of machine learning (ML) algorithms for
predicting performance bugs at file level. The ML algorithms
are grouped in Gray, Red, and Blue colors based on the results
from Nemenyi’s post-hoc tests.

Results: The Random Forest and eXtreme Gradient Boost-
ing algorithms achieve the best performance in predicting
files with performance bugs. As shown in Table 3, the p-values
of the Friedman tests are all smaller than 0.01, which means that
the performance of the studied machine learning algorithms are
significantly different under all performance metrics. Figures 7, 8,
and 9 show the AUCs, PR-AUCs, and MCCs of the studied algo-
rithms for predicting files that have performance bugs. As shown
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Figure 8: The PR-AUC of machine learning (ML) algorithms
for predicting performance bugs at file level. The ML algo-
rithms are grouped in Gray, Red, and Blue colors based on
the results from Nemenyi’s post-hoc tests.

Figure 9: The MCC of machine learning (ML) algorithms for
predicting performance bugs at file level. The ML algorithms
are grouped in Gray, Red, and Blue colors based on the results
from Nemenyi’s post-hoc tests.

in Figures 7, 8, and 9, the Random Forest and eXtreme Gradient
Boosting algorithms achieve the best performance with a median
of 0.38 MCC, 0.22 PR-AUC, and 0.84 AUC. The 0.84 median AUC
value (ranges from 0 to 1) suggests that the algorithms achieve a
high quality of performance for distinguishing the files with perfor-
mance bugs from the files without performance bugs. As suggested
by the existing studies [17, 22, 78], the median 0.22 PR-AUC (ranges
from 0 to 1) and 0.38 MCC (ranges from -1 to 1) suggest relatively
mediocre performance. Overall, the Random Forest and eXtreme
Gradient Boosting algorithms achieve acceptable performance for
predicting performance bugs at the file level. One explanation to
the mediocre PR-AUC and MCC values is that the ratio of source
code files that have performance bugs is very low, i.e., 0.84%, in our
studied projects. It is a challenging task to train machine learning
algorithms to predict performance bugs with such a low ratio.

The Complement Naive Bayes and Decision Tree algorithms
have the worst performance for predicting performance bugs. A
possible reason is that the Complement Naive Bayes and Decision

Tree algorithms are not suitable for predicting highly-skewed per-
formance bugs, since there is a very small number of performance
bug files.

Summary of RQ 1

Among the examined algorithms, the Random Forest and
eXtreme Gradient Boosting algorithms achieve the best
performance in predicting performance bugs at file level.

3.2 RQ2. Which group of metrics affect the
performance of our models the most?

To build performance bug prediction models, we use three groups of
metrics including code metrics, process metrics, and the proposed
performance code metrics. To understand whether the proposed
performance code metrics are indeed useful in predicting perfor-
mance bugs, we analyze the effects that each group of metrics has
on the prediction models.

Approach: To test the effect of a group of metrics on the ma-
chine learning models, we apply the effect calculation process as
suggested by the prior study [82]. The calculation of the effect of
each group of metrics on a machine learning algorithm is made of
two steps:

• For each dataset (i.e., the files and their metrics), we first
randomly permute all the values of a group of metrics and
obtain a new dataset.

• Weapply out-of-sample bootstrap process on the new dataset
and conduct the parameter optimization to select the opti-
mal parameter values for the machine learning algorithm.
Next, we evaluate the performance of the machine learn-
ing algorithm for predicting performance bugs on the new
dataset. We compute the differences between the perfor-
mance of the models that are built on the original dataset
and the dataset with the randomly-permuted metrics. The
performance differences are measured in AUC, PR-AUC,
and MCC and are used as the effect of the group of metrics.

We test the effects of all groups of metrics on all studied machine
learning algorithms except the Decision Trees and Complement
Naive Bayes algorithms. We did not include the Decision Trees and
Complement Naive Bayes algorithms in the metrics effects study
because these two algorithms have poor performance for predicting
performance bugs as discussed in Section 3.1.

Results: The proposed performance code metrics impact
the performance of our models the most. Table 5 shows the
results of Friedman tests followed by Nemenyi’s post-hoc tests of
comparing the effects of the groups of metrics. As shown in Table 5,
the proposed performance code metrics are consistently ranked
in the best performing group (i.e., first group). Table 4 shows the
effect that each group of metrics has on the five studied machine
learning algorithms, measured in AUC, PR-AUC, and MCC. As
shown in Table 4, the proposed performance code metrics have the
highest effects for our models. For example, building a Random
Forest model without the proposed performance code metrics can
reduce the model’s median AUC, PR-AUC, and MCC by 7.0%, 27.2%,
and 19.0%, respectively.
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Table 4: The effects of groups of metrics on performance bug
predictionmodels. We highlight the highest effects of groups
of metrics in each algorithm.

Groups of metrics Median of performance drop percentage
RF XGB LR MLP SVM

Performance
code

metrics

MCC 19.0% 18.5% 20.3% 20.0% 13.2%
PR-AUC 27.2% 24.7% 13.3% 23.2% 14.3%
AUC 7.0% 6.9% 9.2% 11.2% 5.5%

Code
metrics

MCC 5.9% 4.3% 3.1% 5.7% 4.1%
PR-AUC 10.0% 10.4% 7.9% 0.1% 6.6%
AUC 6.2% 6.7% 1.4% 0.1% 0.2%

Process
metrics

MCC 7.8% 4.4% 14.2% 2.7% 18.0%
PR-AUC 11.9% 8.1% 17.7% 10.6% 22.7%
AUC 1.3% 1.2% 2.7% 1.9% 3.0%

Table 5: The classified groups based on the results from Ne-
menyi’s post-hoc tests

Performance
metrics

Groups assigned based on the results from
Nemenyi’s post-hoc tests

First group Second group Third group

MCC
Performance

code
metrics

Process
metrics

Code
metrics

PR-AUC
Performance

code
metrics

Process
metrics

Code
metrics

AUC
Performance

code
metrics

Code
metrics

Process
metrics

Summary of RQ 2

The proposed performance code metrics impact the per-
formance of our prediction models the most. Specifically,
the AUC, PR-AUC, and MCC of the five studied machine
learning models drop a median of 7.7%, 25.4%, and 20.2%
without using the proposed performance code metrics.

3.3 RQ3. What are the different types of
performance bugs that our approach can
predict and fail to predict?

To understand the types of performance bugs that our approach
can predict, we analyze the performance bugs predicted by our
approach.

Collecting performance bugs predicted by our approach.
First, we build Random Forest models using its optimal parame-
ters values and training datasets selected in the experiments in
Section 3.1. Then, we use the Random Forest models to predict
files that have performance bugs in the testing datasets from the
80 experiment projects. Random Forest model predicts the prob-
abilities of files to have performance bugs and we use 0.5 as the
threshold to convert the probabilities to labels (i.e., clean files and
files containing performance bugs). To the end, we find that 31,556
files are predicted to have performance bugs in the testing datasets
from the 80 experiment projects.

Analyzing the predicted performance bugs. To have 95%
confidence level and 5% confidence interval, we randomly select a
sample of 340 predicted to have performance bugs. Next, we find
the performance bug fixing commits for fixing the performance
bugs in the sampled files. Then, the first and second authors of the
paper manually go through the files and performance bug fixing
commits to study the types of the performance bugs. We compare
the results from the two authors and obtain a 0.85 Cohen’s Kappa
score (i.e., a almost perfect agreement between two authors [62]).

Table 6: The result of the manual analysis about the types of
performance bugs predicted by our approach

Types of performance
bugs

Number of files Percentage of files

Performance regression
bug

236 69.4%

Memory leak bug 26 7.6%
Infinite loop bug 23 6.8%
Deadlock bug 21 6.2%
Stuck/hang bug 21 6.2%

Non-performance bug 13 3.8%

Results: Our approach can predict various types of perfor-
mance bugs. The result of the manual analysis is shown in Table 6.
Our approach predicts performance regression bugs (i.e., code that
introduces response time degradation and increases resource uti-
lization [18]), memory leak bugs, infinite loop bugs, deadlock bugs,
and hang bugs. As shown in Table 6, 236 (i.e., 236/340 = 69.4%)
files contain inefficient code that results in performance regression
bugs. For example, file PublicationTransportHandler.java [35] in
project Elasticsearch causes significant system response time degra-
dation and is predicted to have performance bugs by our approach.
The performance regression bug is fixed in commit c5315744 [34].
There are 13 (i.e., 236/340 = 3.8%) false positive predictions, i.e.,
non-performance bugs, made by our approach as shown in Table 6.

Our approach can capture more performance bugs than
the prior anti-pattern studies. From analyzing the files that have
memory leak bugs, deadlock bugs, and hang bugs, we find that
our approach can predict additional performance bugs that are not
covered by the anti-patterns proposed in the prior studies [25, 38,
68, 71, 93]. We show examples as follows.

• The predicted buggy file JournaledGroup.java [2] in project
Alluxio contains a memory leak bug. The memory leak bug
is caused by unclosed threats when users iterate directories
(detailed description can be found in commit 58c24eb8 [1]).

• The predicted buggy file ConnectivityService.java [6] in
project platform_frameworks_base contains a deadlock bug.
The deadlock bug is caused by lock acquiring sequences
(detailed description can be found in commit 465088ed [5]).

• The predicted buggy fileAbstractBuilding.java [58] in project
minecolonies has a hang bug that is caused by keeping
searching for objects that do not exist (mentioned in com-
mits 508e7638 [59]).

Our approach is able to predict more performance bugs because
we measure code characteristics that lead to performance bugs
instead of measuring the restricted rules. In addition, we combine
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performance code metrics with code and process metrics extracted
from development history to predict performance bugs.

We intend to study the types of performance bugs that our ap-
proach fails to predict. We are also interested in understanding
the root causes of the performance bugs that cannot be predicted
using our approach. Thus, we conduct a manual analysis of the
false negatives (i.e., files with performance bugs that our approach
fails to predict). We select a sample of 340 false negatives using 95%
confidence level and 5% confidence interval from the prediction
results of the Random Forest models.

Table 7: The result of the manual analysis on the types of
performance bugs that our approach fails to predict

Type of
performance bugs

Number
of files

Main root
causes

Performance regression bug 251 Inefficient functional logic,
inefficient memory usage

Memory leak bug 12 Specific program input,
unclosed threats at runtime

Infinite loop bug 18 Specific program input,
wrong API usage

Deadlock bug 13 Database binary storage,
JDK related

Stuck/hang bug 17
Specific program input,
configuration problem,
device incompatibility

Non-performance bug 29 None

We go through the files and performance bug fixing commits to
study the types of the performance bugs and the root causes of the
performance bugs. The result of the manual analysis is shown in
Table 7. We show examples of each root causes as follows.

Inefficient function logic: code contains inefficient algorithms
that introduce unnecessary calculations. The file, namelyMekanism-
RenderType.java in project Mekanism, contains a performance re-
gression bug caused by frequent unnecessary data searches (detailed
description can be found in commit ee83cb14 [63]).

Inefficient memory usage: code holds rarely used objects in
memory. The file, namely AssetFeeView.java in project bisq, con-
tains a performance regression bug caused by building and holding
a not used object (about 40MB) in memory (detailed description
can be found in commit 55b070f9 [16]).

Specific input: performance bugs that happen when specific
data are input. The file, namely ColorExtractor.java in project plat-
form_frameworks_base, contains a stuck bug that happens only
when importing an image as a wallpaper (detailed description can
be found in commit 5abc71b2 [7]). In addition, the file, namely De-
faultSearchContext.java, in project Elasticsearch contains amemory
leak bug that occurs only when a search query has certain fields en-
abled (detailed description can be found in commit 6b51d85c [33]).

Wrong API usage: performance bugs that are caused by wrong
API usages. The file, namely LayoutUtil.java in project webfx, con-
tains an infinite loop bug that is caused by the mixing usage of
two API methods (detailed description can be found in commit
c241aa13 [85]).

Device incompatibility: performance bugs that happen be-
cause of the environment on specific devices. The file, namely

BiometricsEnrollEnrolling.java in project platform_packages_apps
_settings, contains a stuck bug that happens on only fingerprint
devices (detailed description can be found in commit aea1bdec [8]).

Database binary storage operations: performance bugs that
are caused by wrong usages of database operations APIs. The file,
namely BinaryStorageEntity.java in project hapi-fhir, contains a
deadlock bug that happens when the database binary storage is
used (detailed description can be found in commit c6777578 [48]).

JDK related: performance bugs that are caused by JDK issues.
The file, namely DirtyPrintStreamDecorator.java in project buck,
contains a deadlock bug when the code is executed using JDK 11
(detailed description can be found in commit 2258ba13 [37]).

Based on the root causes of the false negative performance bugs
shown in Table 7, we find that there are performance bugs that can
only be detected using the information collected from running time
(e.g., testing phase), such as performance bugs caused by specific
input, device incompatibility, and JDK issues. For the performance
bugs caused by other root causes (i.e., inefficient function logic,
inefficient memory usage, wrong API usage, and database binary
storage operations), the code characteristics of the root causes can
be system-specific as different systems have different coding prac-
tices. In the future, we plan to propose system-specific performance
code metrics to measure the code characteristics of inefficient func-
tion logic, inefficient memory usage, wrong API usage, and database
binary storage operations in software systems

Summary of RQ 3

Our approach is able to predict various types of perfor-
mance bugs, while 69.4% predicted bugs are performance
regression bugs. Our approach fails to predict performance
bugs that are related to running time input or system-
specific practices.

4 DISCUSSION
In this section, we discuss the limitations and usage of our approach.

4.1 Limitations of our approach
A limitation of our approach is to predict performance bugs in
new project with limited development history. This is because our
approach relies on the performance bugs history of a project to
train machine learning models in predicting hidden performance
bugs in the same project.

4.2 Usage of our approach
In practice, developers may not have sufficient time to design per-
formance test cases to cover each file or function in a software
system [27]. To this end, developers can use our approach to priori-
tize their testing effort on a small set of source code files that are
predicted to have performance bugs.

As the first step, developers can use our approach to predict
files that have performance bugs. Then, they can introduce per-
formance test cases to test the performance (e.g., execution time,
CPU usages, and memory usages) of files that are considered to
have performance bugs. In addition, developers can use approaches
proposed in the existing studies [19, 30] to test the performance.
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Chen et al. [19] propose an approach to predict which test cases
are likely to manifest performance regression in a commit and
Ding et al. [30] propose an approach to predict whether a function
test case is able to demonstrate the performance improvement after
fixing a performance bug. Developers can use the approach pro-
posed by Chen et al. [19] to select the existing test cases that can
manifest the performance regression in the files. After fixing the
performance bugs, developers can use the approach proposed by
Ding et al. [30] to identify the test cases that can demonstrate the
performance improvement.

5 THREATS TO VALIDITY
Threats to external validity are related to the generalizability
of our results. To ensure the generalizability of our study, we con-
duct experiments on 80 popular Java projects. The 80 Java projects
are selected following the criteria described in Section 2.1. These
projects belong to different domains. We believe that our approach
can be adapted to other projects (e.g., projects developed in differ-
ent programming languages or projects using Jira issue tracking
systems), assuming that the metrics are properly calculated.

A limitation of our approach is to predict performance bugs in
new project with limited development history. This is because our
approach relies on the performance bugs history of a project to
train machine learning models in predicting hidden performance
bugs in the same project.

Threats to internal validity concern factors out of our control
that may affect the experiment results. We use keyword searching
to identify the performance bug reports and the performance bug
fixing commits following the prior studies. However, there might be
false positive performance bug reports and performance bug fixing
commits in our dataset. To mitigate this issue, we manually labelled
a random statistical sample to ensure that our results does not have
many false positives.

Similarly, the keyword test is applied to filter out test files. How-
ever, there may be test files within our dataset that do not contain
the keyword test, such as the BenchmarkThroughput.java file shown
in Figure 4.

6 RELATEDWORK
In this section, we discuss prior studies that aim to predict perfor-
mance bugs using software testing and source code analysis.

6.1 Predicting performance bugs via software
testing

Grechanik et al. [45] propose a solution for automatically identify-
ing performance problems in applications using black-box software
testing. Jovic et al. [54] introduce an approach that can identify
performance bugs in an application by monitoring the behavior
of the application from different deployments (e.g., application de-
ployed on machines with different size of memory). Xiao et al. [86]
suggest an approach to detect workload-dependent loops that con-
tain time-consuming operations via monitoring the behavior of
applications under large workloads. Nistor et al. [70] introduce an
automated approach that reports code loops whose computations
are repetitive and unnecessary. Killian et al. [56] propose an ap-
proach to predict latent performance bugs by combining state-space

exploration with time-based event simulation. Xu et al. [87] intro-
duce a technique that summarizes the run-time activity in terms
of data copies and identifies unnecessary operations in software
systems. Coppa et al. [23] present a method for helping developers
to discover hidden inefficiencies in source code. Altman et al. [4]
present a tool to abstract the concrete execution states of Java ap-
plications and diagnose the root cause of idle time in applications.
Han et al. [47] propose an approach that mines call-stack traces
to debug the performance problems in order to identify perfor-
mance bugs. Pradel et al. [73] present a performance regression
testing technique to test the performance of thread-safe classes. The
aforementioned studies predict performance bugs on running appli-
cations and analyzing their run-time information (e.g., call-stack).
In contrast to the aforementioned studies, our approach leverages
different source of data, i.e., source code and post-release historical
information, to predict performance bugs.

Laaber et al. [57] propose an approach to predict the stability of
a performance benchmark testing using statically-computed source
code features without running the benchmark testing. Different
from the existing approach [57], our approach aims to predict the
performance bugs in software systems without executing any test
cases. Oliveira et al. [27] propose an approach to predict if a new
commit affects the performance of a benchmark using the run-time
monitoring information collected from running the same bench-
mark from previous commits. Chen et al. [19] propose prediction
models to select the test cases that can manifest the performance re-
gression in a commit. Ding et al. [30] propose an approach to predict
the test cases that can demonstrate the performance improvement
after fixing a performance bug. These approaches [19, 27, 30] aim
to identify test cases that can manifest the existence of performance
bugs in software systems. The identified test cases do not reveal
the exact locations of performance bugs. Unlike the existing stud-
ies [19, 27, 30], our approach aims to identify the locations (e.g.,
files) of the performance bugs in software systems using static
source code analysis.

6.2 Predicting performance bugs via source
code analysis

To predict performance bugs, Jin et al. [53] use efficiency rules (e.g.,
function f1 is always followed by f2) that are extracted from the
fixes of 109 performance bugs. Specifically, the authors find 332
previously unknown performance bugs in MySQL, Apache, and
Mozilla applications. They identify 219 out of 332 performance
bugs by applying the extracted efficiency rules across applications.
Zhang et al. [93] propose a tool to predict synchronization perfor-
mance bugs based on common anti-patterns of synchronization
performance bugs. Chen et al. [20] propose an automated frame-
work to predict performance anti-patterns in Object-Relational
Mapping by analyzing global call graphs and data graphs. Nis-
tor et al. [68] predict performance bugs that can be fixed by adding
one line of code inside a loop. Song et al. [79] design a root-cause
and fix-strategy taxonomy for inefficient loops and, then, propose a
static analysis approach to automatically predict whether a loop is
inefficient based on the proposed taxonomy. Dai et al. [25] propose
Dscope, a tool to predict data-corruption related performance bugs.
Dscope analyzes I/O operations and loops in software packages
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and identifies loops whose exit-conditions can be affected by I/O
operations. Xu et al. [88] propose a tool to find problematic uses
of data structures by identifying the objects that are added to col-
lections. Similarly, Bhattacharya et al. [14] present an algorithm
that can predict the excessive generation of temporary data struc-
tures within a loop by determining which objects created within
the loop can be reused. Olivo et al. [71] introduce a tool to iden-
tify redundant traversal performance bugs, i.e., a collection of data
structures is repeatedly iterated but the collection has not been
modified between successive traversals.

The aforementioned studies use anti-patterns to predict perfor-
mance bugs. However, each type of performance bugs has a unique
anti-pattern and requires a different approach to identify it. Adopt-
ing a different approach to predict each type of performance bug
is time-consuming. Compared to the aforementioned studies, we
combine performance code metrics with code and process metrics
used in defect prediction to predict performance bugs.

7 CONCLUSIONS
In this paper, we present an approach that predicts performance
bugs in software systems by integrating source code analysis and
mining code change history. We propose performance code metrics
to capture the code characteristics of performance bugs. Models
are built to predict performance bugs using code, process, and
performance code metrics. We conduct extensive experiments on
80 Java projects to evaluate the performance of seven machine
learning algorithms for predicting performance bugs.

Overall, the contributions of this paper are listed as follow:
• We propose performance code metrics to measure charac-

teristics of poor performance code instead of measuring
restricted performance anti-patterns [25, 38, 68, 71, 93].

• We propose a unified approach that can predict various
types of performance bugs by combining our proposed
performance code metrics with code metrics and process
metrics used in prior defect prediction studies [12, 13, 15,
31, 49, 60, 64, 94, 96, 97].

We provide a replication package1 of our approach. The repli-
cation package includes a list of our experiment GitHub projects
along with their versions, the experiment dataset, the metrics calcu-
lation scripts, and the experiment scripts to replicate our study. In
the future, we will extend our dataset to include more projects with
the newest versions of the studied projects. We intend to report the
predicted files with the performance bugs to the developers and
ask developers’ feedback on the performance of our approach in
order to further improve our approach. In addition, we plan to study
the evolution of performance bugs in software systems over time
and test the performance of our approach over different software
versions.
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